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Introduction – what is “privacy pollution” anyway?
Author Thomas Pynchon wrote: 
Since 1959, we have come to live among flows of data more vast than anything the world has seen. Demystification is the order of our day, all the cats are jumping out of all the bags and even beginning to mingle.”
  
That was in 1984, and we know that the data that was “flowing” in 1984 has, twenty years on, turned into a veritable flood. Pynchon was actually talking about the blurring of literary and scientific disciplines, rather than personal information specifically – but the interconnection of ideas and schools of thought is echoed in the interconnectivity of technology and the vast stores of personal information. 

Doing research these days is heavily shaped by the online environment. It’s pretty easy to find out facts and figures; statements and positioning documents; discussion papers and policy proposals. It’s not that hard to find out more personal information either; address, telephone number, date of birth, details of other family members, occupation and employment details, motor vehicle and property ownership – most can be sourced for free, or cheaply, and with relatively little effort. It is a “noisy”, interactive environment, where there is endless opportunity to engage and discover.
So what do I mean by “privacy pollution”? It’s an idea I see as having some similarity to air pollution: where small blots of contamination build to form blankets of smog. In themselves, they are relatively minor – specks of soot or puffs of smoke – but in combination the effect can be overpowering. Like environmental contaminants, privacy breaches run from serious even criminal, across to minor annoyance.
The key thing is the fact that bothersome material accumulates. Yes, it is pretty insignificant to receive a piece of unwanted SPAM or yet another telemarketing call, but most people receive quite a few unsolicited and unwanted phone calls, letters and emails each week. 
The second feature of privacy pollution is the pervasive nature of it. We are unwittingly captured each day on CCTV in the supermarket, at the petrol station, in the video shop, on the street and at the bank. We leave traces of ourselves everywhere we go, work, transact or live – travel, entertainment, hospital and GP, the internet, telephone and government records – to name but a few. Our transactions are recorded, stored and shared. Our behaviour is silently recorded on camera. We no longer simply buy products - we demonstrate “purchasing patterns”. Twenty years ago, my supermarket did not know what brand of toothpaste I bought unless someone stood by the checkout. Now, all my prior purchases are available to me and them electronically.
A third characteristic of privacy pollution is that there is unlikely to be an immediate legal remedy. The Privacy Act may not provide much comfort when the activity is generalised, like street surveillance, or is done in accordance with specific statutory authority, like the universal ID cards issued to all citizens of some countries. Certainly there may be instances where people can remove themselves from a mailing list or opt not to provide additional personal details, or choose not to spend time in a CCTV area but, often, there will be little realistic alternative – not TINA perhaps, but ANA (Almost No Alternative).
The overall effect is that these tiny but insidious measures combine together to shape our behaviour. Together, they contribute to a climate where private space, thoughts and choices are encroached upon and subtly eroded. We must strive to find some way not only of limiting the impact that this has on each of us, but also to find spaces in which we can be free. 
American law professor and academic Walter Gellhorn recognised back in the 1950s, at the height of the Cold War, the temptation to disregard the freedom we already enjoy and to approach casually the risks of incursions. He said:
  

…the trouble is that small restrictions accumulate into large restrictions and, in the process, may become as habitual as, before, freedom was. 

Why is it becoming an issue?

There are many, probably innumerable, reasons that protecting privacy is tough in the technological terrain in which we run. I don’t propose to try and catalogue all of them, but note just two factors that I think have contributed. 

First is the sustained and widespread international response to terrorism. There is, as we all know, huge political pressure to institute counter-terrorism measures. The introduction of finger-printing, biometric passports, passenger profiling and the Atlanta passenger information system all reflect that concern. Similarly, our commercial and financial systems are being modified to allow more detailed reporting and tracking. In all these sorts of instances (and many others) personal information is being recorded and shared where it once wasn’t.
Second is the concept of privacy itself. There has been much said about privacy as a concept and where it begins and ends. Many commentators have written with agitation about the variability and vagueness of privacy. I cannot disagree! The point I do take issue with is the attitude that because privacy as a concept is nuanced, subjective and resists easy classification, that it is hardly worth the effort. A further misunderstanding, I think, is that privacy is an individualistic value that only brings benefit to the person concerned. This is a fundamental misunderstanding – and one that I am at pains to correct. When the quality of our personal – and public – space is diminished, we are all the poorer. Daniel Solove comments:
Privacy, then, is not the trumpeting of the individual against society’s interests but the protection of the individual based on society’s own norms and practices. … It is not an external restraint on society but is in fact an internal dimension of society. Therefore privacy has a social value. Even when it protects the individual, it does so for the sake of society. It thus should not be weighed as an individual right against the greater social good. Privacy issues involve balancing societal interests on both sides of the scale.”

Problems and Issues

This seminar is about problems and issues and their solutions. So what are the privacy pollution issues?

What technology contributes to privacy pollution
We are in the midst of a technology and information revolution.
 Technology is making many low-level surveillance activities or intrusions possible. I am concerned that the small, incremental actions will together have a damaging, deleterious effect. 
Intrusions like telemarketing calls and SPAM are offensive because they come without invitation into our personal space and time. The Privacy Act isn’t effective in dealing with SPAM because of its focus upon personal information. Like others, I am pleased to see the new “Anti-Spam” legislation coming into effect in early September.
 Because much of the SPAM comes from overseas sources, it is a difficult problem to deal to. The test will be in the months to follow, of course, to see if the inflow of “e-junk” is stemmed in any way. 
Telemarketing – Do Not Call registers

A number of overseas jurisdictions, most notably the United States, have introduced national “Do Not Call” registers. The public response in the United States was phenomenal. In February this year, the Federal Trade Commission noted that over 139 million Americans had registered with the new service.
 Anecdotally, I understand the Register has led to a fundamental change in telemarketing operations in that country. 
Australia set up a Do Not Call Register that began in May this year. Reportedly the Register was inundated with requests from people to have their numbers listed.
The New Zealand Marketing Association currently voluntarily maintains a Name Removal Service. Its success is dependent upon marketers be willing to follow good practice and not call those numbers on the list, and New Zealand consumers knowing that the facility is available.

The Marketing Association initiative does not have statutory backing. However, there have been calls from some political parties for the New Zealand Government to establish a similar regime here. I am considering exploring the possibilities of this further, and would be interested to hear more public debate on the issue. 

Even with Government-run schemes, however, there can be ongoing concerns about circumventing the law through the use of offshore sales representatives and ongoing issues with calls from political parties, researchers and charities.
RFID 

The technology itself may not present clear and immediate threats to personal privacy, but the potential range of applications of the technology leaves room for concern and doubt about future uses. RFID technology has been identified as troublesome for privacy because the devices are:

1. promiscuous (and by that I gather is meant that RFID will talk to any compatible reader)

2. stealthy (the devices are inconspicuous and transmission is not detectable) and

3. remotely readable.  

A study completed recently for the European Parliament noted that while RFID was originally used for logistical purposes, such as identifying cargo, it has now “entered the public space on a massive scale: public transport cards, the biometric passport, micro-payment systems, office ID tokens, customer loyalty cards,” and other applications.

The study’s authors noted that “…once different RFID systems  … become connected to each other, or other technologies such as GSM, GPS, CCTV and the Internet, a much richer image of its users will appear.”

The International Conference of Data Protection and Privacy Commissioners issued a resolution on RFID in 2003, 
 noting that while RFID technology:

…can have positive and benign effects, there are also potential privacy implications. RFID tags are so far primarily used to identify and manage objects (products) to control the supply chain or to protect the authenticity of the product brand; however, they could be linked with personal information such as credit card details and even used to collect such information, or to locate or profile persons possessing tagged objects. This technology could allow for the tracing of individuals and for linking collected information with existing databases.

Real life examples
Shenzen 

The New York Times reported that, starting this month, residency cards fitted with powerful computer chips, will be issued to most citizens in Shenzhen, a city of 12.4 million people on the China - Hong Kong border. 

Data on the chip will include the citizen's name and address, but will also include work history, educational background, religion, ethnicity, police record, medical insurance status and landlord's phone number. Even personal reproductive history will be included, for enforcement of China's controversial "one child" policy. Plans are being studied to add credit histories, subway travel payments and small purchases charged to the card.
 
One wonders what rules will be put around the use of this information.
Faircliff

The latest issue of our newsletter Private Word noted an unsettling development in a North American apartment complex. Recent renovations at a 112-unit low-income housing complex in Washington DC included a state-of-the-art security system that has cameras focused on all residential buildings, and ‘one-way’ voice intercoms, meaning tenants can be addressed by their watchers but cannot respond. Residents and guests who violate stringent rules are singled out over the intercoms and given orders such as “get off the steps”, “no chairs allowed in the playground area,” or, commonly, “no loitering”. Some residents have complained “it’s like you’re in a concentration camp”. The company that manages the Faircliff complex, Edgewood Management Corp, says over time the technology is cheaper than security guards, and the system is being used in other properties. The Executive Vice President George Caruso said “We are extraordinarily cautious that we’re not looking into people’s windows and that we’re focused on the public areas”. The company will not disclose when or where its employees are watching from.
  Now, perhaps you could argue this sort of practice is all part of careful property management. Again, will this information only be used in a benign way? Without careful safeguards this will certainly be one step too far.
New York 

The Lower Manhattan Security Initiative, as the plan is called, will resemble London’s so-called Ring of Steel, an extensive web of cameras and roadblocks designed to detect, track and deter terrorists.

If the program is fully financed, it will include not only licence plate readers but also 3,000 public and private security cameras below Canal Street, as well as a center staffed by the police and privacy security officers, and movable roadblocks.

“This area is very critical to the economic lifeblood of this nation,” New York city’s police commissioner, Raymond W. Kelly, said. “We want to make it less vulnerable.”

The plan is estimated to cost U.S. $90 million.

Litterbug DNA

The Times newspaper reported this month that some British police forces are seeking increased powers to take DNA samples. The proposal includes police being able to take DNA samples from people for non-imprisonable offences, such as speeding and dropping litter. It is good to find that the Association of Chief Police Officers warned that allowing police to take DNA samples in those instances might be seen as demonstrating the “increasing criminalisation of the generally law-abiding public.”
  The Times reports that:
There are almost four million samples on the database, including more than 100 of children aged under 10, even though they have not attained the age of criminal responsibility. A further 883,888 records of children aged between 10 and 17, and 46 records of people aged over 90, are held on the database, which costs more than £300 million.

The British Home Office consultation paper noted those asking for the change saw it as “a means of increasing officer confidence in knowing who they are dealing with and enabling them to deal more effectively with the incident at the scene.”

Public and watchdog disquiet is growing. The Human Genetics Commission announced it will be conducting the first public inquiry into the database. Speaking as chairperson of the Commission, Baroness Kennedy, QC, noted that the DNA database has “a preponderance of young men, with a third of black males currently on it. And anyone on it is there for life.”

Media

The modern media also contributes, in a greater or lesser way, to privacy pollution and incidental infringements. A few examples come to mind. 

· the infant children of a media personality photographed in a shopping precinct for a women’s magazine 

· a senior public servant photographed for a national newspaper walking through the botanical gardens on the way to work

· a television personality photographed on her balcony while recovering from a life-threatening illness

· the wife of a national sports player photographed wearing beachwear and gardening at home.  

The courts seem unlikely to find a breach of privacy in these sorts of circumstances – assuming the people affected would even go to the bother and huge expense of bring a lawsuit. The Privacy Act would be of no help either because it doesn’t extend to the media’s news-gathering activities. So, does that mean there was no harm? Yes, the irritation level was fairly small, but nonetheless it was intrusive, unwelcome and bothersome. And is it really justifiable? 

“Benign” surveillance and the “Nothing to hide” argument
One of the arguments that crops up frequently is that law-abiding people have nothing to fear from general or “benign” surveillance. Writer Daniel Solove describes it as the “nothing to hide” argument.
  Solove makes the point that holding “secrets” or concealing truth is not really what privacy is all about and that by focusing on that rather limited understanding of privacy, we run the risk of not recognising wider underlying privacy and societal concerns.  Does society benefit from yet another CCTV network in your town?
Crime-fighting is the predominant reason put forward for the use of general surveillance. But in many cases the cameras are not in fact monitored. Cameras that are not monitored raise particular questions – as they are of limited use only in detecting crime, as the San Francisco Chronicle reported this month:

The 178 video cameras that keep watch on San Francisco public housing developments have never helped police officers arrest a homicide suspect even though about a quarter of the city's homicides occur on or near public housing property, city officials say.
Nobody monitors the cameras, and the videos are seen only if police specifically request it from San Francisco Housing Authority officials. The cameras have occasionally managed to miss crimes happening in front of them because they were trained in another direction, and footage is particularly grainy at night when most crime occurs, according to police and city officials.

But even un-monitored cameras apparently assist in crime prevention; we behave differently if we think we are being watched. Surveillance, whether actual or perceived, does affect us it seems. Justice Gerard La Forest describes the problems of general surveillance broadly:

The very efficacy of electronic surveillance is such that it has the potential, if left unregulated, to annihilate any expectation that our communications will remain private. A society which exposed us, at the whim of the state, to the risk of having a permanent electronic recording made of our words every time we opened our mouths might be superbly equipped to fight crime, but would be one in which privacy no longer had any meaning.
The 28th International Conference of Data Protection and Privacy Commissioners was held in London in November last year. It was attended by delegates representing 58 data protection and privacy authorities from around the world. The main part of the Conference, at which representatives of a wide range of governmental, law enforcement, civil society and private sector organisations were also present, gave particular consideration to the implications of a surveillance society.

The final communiqué issued by the Conference recorded the view that a ‘Surveillance Society’ is already with us. 
  Examples of the surveillance phenomenon include:

· systematic tracking, monitoring and recording of identities, movements and activities; 

· analysis of spending habits, financial transactions and other interactions; 

· ever-growing use of new technologies, such as automated video cameras, RFID etc; 

· monitoring of telephones, e-mails and internet use; and 

· monitoring of workplace activity. 

Surveillance activities can be well-intentioned and bring benefits. So far the expansion of these activities has developed in relatively benign and piecemeal ways in democratic societies. The surveillance is not because governments or businesses necessarily wish to intrude into the lives of individuals in an unwarranted way. Some of these activities are necessary or desirable in principle - for example, to fight terrorism and serious crime, to improve entitlement and access to public services, and to improve healthcare.

But unseen, uncontrolled or excessive surveillance activities also pose risks that go much further than just affecting privacy. They can foster a climate of suspicion and undermine trust. The collection and use of vast amounts of personal information by public and private organisations leads to decisions which directly influence peoples’ lives. By classifying and profiling automatically or arbitrarily, they can stigmatise in ways which create risks for individuals and affect their access to services. There is an increasing risk of social exclusion.

Public trust and confidence is paramount. Although much of the infrastructure of the surveillance society has been assembled for benign purposes, continued public trust cannot be taken for granted. Individuals must feel confident that any intrusion into their lives is for necessary and proportionate purposes. Public confidence is like personal privacy - once lost it is difficult if not impossible to regain.

Increasingly in a surveillance society individuals often have no realistic choices, little control and few opportunities for self help. Personal information is collected and used in ways invisible to the ordinary individual.

During the lifetime of data protection regulation the world has not stood still. The demands of states, private sector and citizens have changed and information processing technology has moved on at a fast pace. It is right for data protection authorities to reflect upon whether their traditional approaches remain relevant and effective. Activities such as complaint handling and audit/inspection are as important as ever but continued improvement in areas such as effective engagement with citizens and policy makers is now essential.
Solutions for sustainability

I sometimes wonder whether, as the doom and gloom prophets predict, there will come a point after which we must accept a reduced quality of privacy as the new norm. Does there come a time after which our efforts are futile and there can be no point of return? Are there solutions for the issues I have raised?
Privacy and data protection regulation is an important safeguard but not the sole answer. The effects of surveillance do not just reduce a person’s privacy. They also can affect that person’s opportunities, life chances and lifestyle. Excessive surveillance also impacts on the very nature of society. Privacy and data protection rules go some way to keeping surveillance within legitimate limits. But more sophisticated approaches to regulation also need to be adopted.

What options are available to us if we are to retain our individuality and sense of self in an age of ubiquitous technological engagement? 
Building credit
I encourage business and government particularly, to think of practical ways that they can work toward building some privacy credit. Technology might provide some of the tools to do that. Privacy enhancing technologies – or PETs – are now widely available and increasingly widely used. To pursue the environmental lingo, these sorts of measures all go towards building our “privacy credits” and thereby help to counteract low-level but pervasive privacy invasions.
Importantly, building privacy credits will, I believe, foster customer trust and loyalty. In short, what businesses might treat as a compliance cost, is actually likely to generate benefits – both in terms of customer goodwill and profit.
A recent survey
 reported “even among those respondent who said they had high trust in their bank, over half (57 percent) said they would stop using that institution in the event of a single privacy breach.”

Conversely, sound security and data protection does attract business: The survey also reported that “between 70 and 80 percent of online banking users in the wider Asia-Pacific region who were after stronger security options said they would migrate to a new bank in order to get it.” 

Sometimes preventative action is the best solution. The Payment Card Industry Data Security Standards are international standards and set highly detailed requirements for merchants and retailers that accept payment cards such as Amex and Visa. The focus of the standards is upon network security, protecting cardholder data and access control. I noted with interest that one of the requirements for protecting cardholder data was that all but the last four digits of the account number should be masked when displaying cardholder data. I have not yet enquired of retailers or other businesses in New Zealand, but I would be interested to know how widespread that practice was.
As I mentioned earlier, there have been calls for the New Zealand Government to establish a “Do Not Call” regime. I expect to look into this possibility further, and will be watching the Australian initiative with interest.

I am an optimist. Privacy is not yet dead. In spite of what I have described above about the privacy noise, clutter and pollution, I think we can do something about it. But it will take people of knowledge and goodwill to identify invasions, speak up, and to take action. I particularly look forward to hearing the thoughts of the panellists and others on what is proving to be one of the real challenges of the 21st century.
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