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Briefing to the Incoming Minister of Justice 
Office of the Privacy Commissioner 

4 December 2023 

Change is needed to address privacy harms and secure benefits 
The Privacy Act 2020 protects the personal information of all New Zealanders, whether they are 
dealing with the public or private sector, filling in a paper form or chatting with an artificial 
intelligence (AI). The use of personal information is critical to Government policy initiatives, such as 
initiatives to strengthen policing or improving healthcare. Privacy also supports the digital economy, 
with the Privacy Act being the only statute that requires security safeguards to be in place. 

Significant privacy breaches are occurring. Many agencies are not taking the steps necessary to 
safeguard personal information, contributing to the 79 percent increase in privacy complaints and 
59 percent increase in serious privacy breaches that occurred between 2021/22 and 2022/23. 
These breaches are directly harming individuals (whether financially and/or emotionally), are costly 
to agencies, and are undermining trust in government and institutions. Our investigations into 
privacy breaches have shown that some agencies do not care about privacy as they know there are 
no significant financial penalties – contributing to serious cybersecurity risks. 

The privacy harms we are observing can only be addressed through further modernising the Privacy 
Act and better resourcing the privacy regulator. The Privacy Act is based on policies agreed in 2013, 
and this past decade has witnessed the development and widespread adoption of significant new 
technologies such as biometrics and AI, and does not account for new risks to children’s privacy. 
The Privacy Act is increasingly out of alignment with like-minded countries, who have been 
prioritising privacy reform. 

Falling behind global privacy regulatory approaches could impact on New Zealand’s technology 
sector and place in the global data economy. We currently benefit from European Union ‘adequacy 
status’, a formal recognition of our privacy protections that supports the low cost transfer of personal 
information and reduces regulatory barriers. Privacy experts have commented that if we do not keep 
up with global privacy standards there are risks to this formal recognition and potential perceptions 
that we may no longer be one of the safest places to process personal information.  

We recommend a set of specific amendments to make the Privacy Act fit-for-purpose in the digital 
age. A civil penalty regime for major non-compliance should be introduced alongside new privacy 
rights for New Zealanders to better protect themselves. Stronger requirements for automated 
decision making and agencies demonstrating how they meet privacy requirements should also be 
established. Ensuring the Privacy Commissioner is resourced to effectively carry out all his statutory 
functions and proceeding with the above amendments is important, especially if the Government 
proceeds with the proposed Consumer Data Right. 

As the Minister of Justice, you are responsible for the Privacy Act. You will see the Privacy 
Commissioner’s comment on policy proposals being provided to Ministers and you will be the voice 
for privacy concerns arising at the Cabinet table. To assist you in your role, the Privacy 
Commissioner will take a ‘no surprises’ approach to briefing you, such as when a significant Privacy 
Commissioner comment has been inserted into a Cabinet paper.   
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The Act has limited protections for sensitive personal information, such as biometrics 

Unlike many other countries, our Privacy Act does not establish a separate category of ‘sensitive 
personal information’ where privacy risks are particularly acute. One type of sensitive personal 
information is biometric information - information about an individual’s biological or behavioural 
characteristics, such as their face or fingerprints.  

Biometric technologies, such as facial recognition, are increasingly widespread and being adopted 
by the public and private sectors alike. There are a range of privacy risks with biometric 
technologies, including that individuals cannot change their biometrics easily and may be unaware 
that they are being collected. 

We are using the tools we have under the Privacy Act to better protect the biometrics of 
New Zealanders. We have recently announced that we will developing an exposure draft of a 
biometrics Code of Practice under the Privacy Act. If such a Code is put in place, it would place 
tighter controls on how the Privacy Act applies to agencies using biometric technology to collect, 
analyse and use biometric information. However, the cross-cutting issues raised by biometrics are 
such that legislative amendments may also be necessary to safeguard this sensitive personal 
information. 

The Act offers limited protection for risks to children’s privacy 

Privacy and fairness concerns about the collection of personal information are magnified when it 
comes to collecting information from children. These concerns arise from the greater cognitive, 
emotional, and physical vulnerabilities of children, and them being less able to understand the long-
term implications of consenting to data collection or sharing. 

Technological changes are seeing children and young people increasingly online and using social 
media. This has created new privacy risks, such as children and young people being exposed to 
online harms and their personal information being monetised. The education system has also been 
shifting to online platforms, spurred on by the COVID-19 pandemic.  

The Privacy Act requires that agencies consider the fairness and intrusiveness of how they will 
collect personal information, particularly when it will be collected from children or young persons. 
This limited protection is being exceeded internationally, with countries beginning to create specific 
children and young people requirements: 

• in 2020 the United Kingdom issued an Age Appropriate Design Code under their Data 
Protection Act 

• in July 2024 California will be enacting an Age-Appropriate Design Code Act. 

We have initiated a project to determine whether the current regulatory framework adequately 
supports children and young people’s privacy rights in the current environment. We are currently 
seeking information from professionals who work with children (such as teachers and doctors), and 
non-governmental organisations who advocate for children and young people.  

We will be working through any further engagement and policy recommendations in the new year, to 
support consideration of whether current privacy protection regulatory frameworks for children and 
young people remain fit-for-purpose, or whether new or expanded regulatory responses are 
required.   
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And we have insufficient funding to address regulatory failures 

The frequency and impact of privacy breaches is increasing 

We are notified of two types of privacy breaches:  

1. Privacy complaints from individuals  
Where their privacy may have been interfered with. Complaints typically relate to an 
individual but can be caused by a systemic issue. 

2. Privacy breach notifications from agencies  
When a breach occurs that could cause serious harm to an individual. These can affect 
many thousands of New Zealanders.  

The volume of privacy harms being experienced is increasing, and therefore so is the pressure on 
our front-line services. In the 2022/23 financial year, the number of privacy complaints increased by 
79 percent compared to the prior year. The volume of serious privacy breaches increased by 59 
percent over the same period. Annex 2 contains data on key operational volumes, such as the 
number of privacy complaints and privacy breaches that are notified to us. 

It is difficult to compare privacy breaches, as each breach is different in its cause and impact. For 
example, while the majority of privacy breaches affect a small number of individuals, a small number 
of breaches affect many thousands or millions of people. In addition, not all privacy breaches are 
being reported or complained about. 

Recent high-profile privacy breaches provide a sense of the significant regulatory failure occurring: 

• the 2021 ransomware attack on Waikato DHB severely disrupted service delivery and led to 
sensitive health information of thousands of people being sold on the dark web 

• the 2023 Latitude Financial data breach has seen the records of over a million 
New Zealanders exposed, including driver licenses, passports and sensitive financial data. 
Our investigation into this breach is ongoing and we are working with our Australian 
counterpart, the Office of the Australian Information Commissioner. 

We have also seen a growing number of small- to-medium sized organisations who do not 
understand or meet even the basic requirements of the Privacy Act, including a failure to appoint a 
privacy officer or establish policies and practices to effectively manage privacy impacts of their 
activities. While we respond effectively to address the privacy concerns these organisations create 
our current resourcing limits our ability to uplift privacy capability and understanding across the 
economy. 

Agencies need to make privacy a core focus, similar to finance or health and safety 

Our experience is that many agencies have low privacy capability and compliance, leading to 
privacy related harms. Very few agencies are meeting all of their privacy requirements under the 
Privacy Act, although some have robust processes for certain requirements (such as providing 
individuals with access to their own information). 

A primary driver behind low privacy capability and compliance is the lack of accountability and 
consequences for managing personal information poorly. Many agencies that we investigate are 
aware of the lack of meaningful financial penalties and our relatively limited compliance powers in 
the Privacy Act and so are not incentivised to consider privacy in the same way they consider other 
requirements, such as complying with financial reporting standards or health and safety.  



Redacted under s206 Privacy Act 2020

Redacted under s206 Privacy Act 2020
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An overview of the Privacy Act

The Privacy Act is enabling and broad 

The Privacy Act is enabling legislation – through it, individuals can trust that agencies will collect, 
use and share their personal information in a responsible way. 

The Privacy Act places obligations to protect personal information on almost all agencies operating 
in New Zealand – across the public, private and not-for-profit sectors. These protections extend to 
people of all ages, whether they are citizens or not, and regardless of their location. 

For the private sector, the Privacy Act applies regardless of the size or sophistication of the 
business, whether it is a corner dairy or large listed company. For the public sector, the Privacy Act 
covers personal information about individuals in the hands of Ministers, government agencies, law 
enforcement, and the intelligence agencies. There are exceptions to the Privacy Act, including the 
courts in their judicial capacity, Parliament, and regulated news media (for news activities). 

The Privacy Act only has limited sanctions in the form of criminal offence provisions with very low 
fines. For example, these provisions can be used following enforcement proceedings in the Human 
Rights Review Tribunal if an agency does not comply with a direction to improve its systems and 
processes. 

The Information Privacy Principles – the heart of the Privacy Act 

The 13 Information Privacy Principles (IPPs) establish the obligations and safeguards for collecting, 
using, and sharing personal information. 

Key concepts within the IPPs include agencies being required to have a lawful purpose to collect 
personal information, to store the information with security safeguards and only as long as 
necessary, and use and disclose the information for the purpose it was collected (with exceptions, 
outlined below). 

Individuals are provided with protections relating to fairness and transparency, and rights to access 
and correct personal information held by agencies. 

The IPPs are technology neutral and flexible enough to apply to a range of different contexts and to 
new technologies. In this way, the IPPs and the Privacy Act supports the lives of New Zealanders 
and every part of our society. Likewise, they support the economy, including the digital economy. 

The Privacy Commissioner issues Codes of Practice to modify the IPPs, primarily setting sector 
specific requirements such as for health information and credit reporting. Codes can also apply in 
specific situations, for example the Civil Defence National Emergencies (Information Sharing) Code 
allowed greater information collection, use and disclosure in areas affected by Cyclone Gabrielle. 

Law enforcement, public health and research are woven through the Privacy Act 

Public interest is integrated in the Privacy Act through exceptions to the IPPs, including through 
enabling the use and disclosure of information for public health and safety, the safety of an 
individual, research purposes, law enforcement and the security intelligence services.  

To illustrate, the public health and safety exception was important during the COVID-19 response 
where the risks to public health sometimes justified the collection and sharing of health information 
(such as vaccination status) that would not have been appropriate outside of pandemic conditions. 
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Agencies should be able to demonstrate how they meet their privacy requirements 

Our experience has shown that many agencies have not considered how they will safely manage 
personal information. While the Privacy Act has requirements that the agency must meet (such as 
maintaining appropriate security safeguards), there is no requirement for anything to be 
documented. This creates difficult situations for us where non-compliant agencies have no policies, 
procedures or privacy documentation at all. 

Many countries and international privacy frameworks have an ‘accountability principle’ that requires 
agencies to be able to demonstrate the purposes for which they are collecting personal information 
and how they will safely manage the information. For example, the OECD guidelines (that the 
Privacy Act gives effect to) governing the protection of privacy4 state that agencies should have in 
place privacy management programmes tailored to their size. 

To help address difficulties in this area, we will be providing comprehensive guidance to agencies 
on how to build a privacy-protective culture.

New Zealanders need stronger protections for automated decision-making 

Automated decision-making tools rely on algorithms or AI to assess information and help improve 
services and productivity by automating manual decision-making processes. The Privacy Act does 
not expressly address the privacy risks created by automated decision-making tools.  

Significant privacy risks arise from automated decision-making, with problems such as inaccurate 
predictions, discrimination, unexplainable decisions, and a lack of accountability. Failures in such 
tools are usually not evenly distributed, perpetuating or exacerbating poor outcomes for 
disadvantaged communities. An example of how automated decision-making can go wrong is the 
Australian ‘Robodebt’ scheme, an automated debt assessment and recovery system that incorrectly 
issued over 440,000 debts to those receiving government support payments, resulting in a Royal 
Commission of Inquiry. 

Our trading partners have been introducing greater protections for automated decision-making. The 
European Union regulates automated decision-making and profiling by imposing certain restrictions 
and creating rights to challenge certain processes or require them to be justified to the individuals 
concerned. The Australian Government has just accepted that individuals should have a right to 
request meaningful information about how substantially automated decisions with legal or similarly 
significant effect are made. 

New measures need to be included in the Privacy Act to manage the risks of automated decision-
making to ensure that New Zealanders are treated fairly and equitably. 

4 Organization for Economic Cooperation and Development, 2013. The OECD Privacy Framework. 

Redacted under s206 Privacy Act 2020
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Annex 1: Michael Webster, Privacy Commissioner 
 

Michael Webster took up the role of Privacy Commissioner 
on 5 July 2022.  

Prior to Michael’s appointment he worked in the Cabinet 
Office, Department of the Prime Minister and Cabinet for 14 
years from July 2008 and held the position of Secretary of 
the Cabinet and Clerk of the Executive Council from March 
2014.  

He has a long history of public service, with expertise in 
policy development, corporate strategy and planning and 
risk management. His career has to date focused on 
enabling and driving good governance, the promotion of 
democratic rights and values, the development and 
application of codes of conduct and behaviour and working 
to ensure compliance with both statutory provisions and 
constitutional conventions.  

Michael holds a Master of Public Management and BA 
(Hons) from Victoria University of Wellington and is a 
graduate of the EY/Darden School of Business Programme, 
and the Executive Fellows Programme of the Australia and 
New Zealand School of Government.  



14 
 

Annex 2: Key privacy system information  

Operational volumes  
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Surveyed public concern about privacy5 

 

 

 

 

 

 

5 Privacy concerns and sharing data, Omnibus research commissioned by the Privacy Commissioner. AK 
Research & Consulting, March 2022. 
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Concern about an individual’s privacy and protection of personal information by ethnicity 

 

 

 

 

 

 

 

 

 

 

 

Awareness that the Privacy Act provides individuals with a right to access their personal 
information that an agency holds about them 

 

 




